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Abstract - In this paper, we will present two models, a seasonal autoregressive integrated moving average model (SARIMA) and an artificial neural network (ANN) model in order to forecast hourly electricity consumption of energy in industry for a day-ahead. We will start with a brief analysis of the global electricity market with special reference to the Serbian market. Next, the daily electricity consumption amounts between August 1st and December 19th 2019, will be analyzed using statistical tools. According to the obtained results, we will compare the two models.
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I. INTRODUCTION

Liberalization of electric power sector in the last two decades led to very dynamic wholesale markets and deregulated retail markets. At wholesale market level, traders are focused on price dynamics trends, while on retail level for supplying electricity to final consumers the consumption forecast can make all the difference for fostering cost-efficiency [1].

Furthermore, forecasting energy consumption on short-term, mid-term and long-term level is essential when defining strategies for production planning and expansion of infrastructure capacities for electric power systems.

A good approach to consumption prediction of individual consumers can have a far-reaching effect on the aggregated level. Strategic decision-making tools are more reliable when based on proper models for determining patterns of individual consumptions for various types of industries.

It can be observed on the example of electric power suppliers as balance responsible parties at liberalized energy markets how important is having an adequate mathematical model for forecasting individual consumption. The balance responsibility refers to the penalty-based financial mechanism developed to force market participants to properly anticipate their energy needs on short-term level.

Electric power supplier is obliged to inform in a day-ahead manner transmission system operator (TSO) how much of electric power needs to be provided on hourly level for all his electricity consumers. This is important, because TSO needs to maintain the balance in real-time between production and consumption for entire energy system, based on the data provided from all balancing parties active on the market. There is a certain tolerance that TSO will allow to balancing parties, but at the end if anticipated hour consumptions are not matching actual consumed energy and the tolerance for imbalance goes above established limits, the balancing party will be penalized through settlement prices defined for each hour retroactively based on pre-established methodology issued by Regulatory body.

In liberalized power markets, balance responsibility and imbalance settlement are two closely related elements that constitute the essential part of a balancing market, which is an institutional arrangement establishing market-based balancing [2].

In the end, market participant proportionally to the imbalance they created in the system for each hour pays generated imbalance costs. If Electric power supplier lacks adequate forecasting tool and gives poor judgment on how much electricity is needed in each hour for all its consumers that are in his balancing group, unnecessary expense occurs for each estimation that at the end is above the allowed imbalance limits for measured consumption.

If consumption of the balancing group is observed only on an aggregated level, many studies have shown that there is a correlation with outside temperature, but balancing group dynamics is mostly out of focus. Therefore, the smaller balancing group is (fewer metering points and less volume) and if bigger, the fluctuation of client is on yearly level, there is more need for Electric power supplier to estimate balancing group needs through forecasting models of individual energy consumptions for each consumer or metering point.

The importance of electricity consumption forecasting on one hand, and its complexity on the other hand, have motivated many researchers in this area. In the literature, there are numerous studies on electricity consumption and demand estimation. In these studies, some of commonly used methods are stationary time series models [3], regression models [4], [5], [6] econometric models [7]. However, most of time series models are linear predictors, while electricity consumption is inherently a nonlinear function. So, the behavior of electricity consumption series may not be completely captured by the time series techniques. To solve this problem, some other research papers have proposed Artificial Neural Networks (ANN) and genetic algorithms for electricity consumption
forecasting [8], [9]. The main purpose of this study using measured hourly-based consumption data is to develop an adequate forecasting model for predicting electricity consumption for individual consumers that can be used as a proper tool by Electric Power Supplier to avoid unnecessary imbalance costs to properly estimate energy needs on an hourly level.

For the purpose of this study, United Green Energy Ltd. [10] consulting company for Energy market has provided data of an individual consumer. Data was strategically chosen so irregular intermittent consumption profile can be used as the input data set. Furthermore, this consumption profile lacks correlation with global factors (e.g. outside temperature), as it is mostly dependable on the business potential company that creates for itself.

Collected hourly data is presented in the form of the time series for the period August 1st –December 19th 2019.

II. FORECASTING MODELS

A. Seasonal Autoregressive Integrated Moving Average Model

Autoregressive Integrated Moving Average Model (ARIMA) is a widely used time series analysis model in statistics. ARIMA($p$, $d$, $q$) is a kind of short-term prediction model in time series analysis, where $p$, $d$ and $q$ are non-negative integers that correspond to the order of the autoregressive, integrated and moving average parts of the model, respectively. The ARIMA model is also applicable for non-stationary time series that have some clearly identifiable trends.

The periodicity, which has an impact not only in the electricity market but also in other sectors of the economy, is an important indicator for planning and policy-making [6]. Periodicity of the periodical time series is usually due to seasonal changes. For such time series, a Seasonal ARIMA (SARIMA) is used. Therefore, SARIMA($p$, $d$, $q$);$P$, $D$, $Q$m is used for time series with seasonality, where $P$, $D$ and $Q$ are relevant seasonal autoregressive parameter, seasonal integrated parameter and seasonal moving average parameter, respectively, and $m$ is period of time series. The seasonal part of the model is very similar to the non-seasonal part, but it is involved in backshifts of the seasonal period.

Fig. 1 displays the time series plot for electricity consumption data in kWh. The series displays considerable fluctuations over time, and a stationary model does not seem to be reasonable.

To stabilize the variance, data need to be rescaled using the formula:

$$a_i = \frac{y_i - \min(y_i)}{\max(y_i) - \min(y_i)},$$

where $a_i$ is the rescaled value, $y_i$ represents the original data, and $\min(y_i)$ and $\max(y_i)$ are the minimum and maximum values of the original data set, respectively. After stabilization of variance, the standard deviation is reduced from 22.1195 to 0.1991.

Fig. 1. The hourly electricity consumption from August 1st –December 19th 2019

The sample autocorrelation function (ACF) for the rescaled data is displayed in the Fig. 2. From that figure, one can see that there is a seasonal period of time (24 lags). In addition, software implementation of an augmented Dickey–Fuller (ADF) test for level stationarity applied to the rescaled data leads to a test statistic of −9.3863 for $p<0.01$. Although the test showed that the data was stationarity, a seasonal difference of the rescaled data series must be applied.

Fig. 2. The sample ACF for the rescaled electricity consumption data

The sample ACF and partial autocorrelation function (PACF) for the seasonal differences of the rescaled electricity consumption data are shown in Fig. 3.

On the basis of this plot, one can well consider a stationary model as appropriate. After first differencing, the
standard deviation is reduced to 0.1711, and ADF test for level stationarity applied to data leads to a test statistic of -87.5573 for \( p < 0.01 \). Taking the second seasonal differences also results in stationarity (i.e., the trend is removed), but leads to an over differences series with a standard deviation which moved to a level higher than the series after first differencing (\( \sigma^2 = 0.4876 \)).

After the order of seasonal I(D) terms has been identified (here, 1), in SARIMA\((p,d,q)(P,D,Q)_m\), the next step is to determine whether the pattern of autocorrelation can be better explained by (S)AR terms, (S)MA terms, or a combination of both.

ACF indicating that there are two significant seasonal and non-seasonal spikes and PACF will die out over time. In this case, theoretically, we should use SMA(2) and MA(2) after differencing the data. The orders \( p \) and \( P \) are selected from a reasonable range of non-negative values to create several SARIMA models.

In order to maximize the probability of obtaining the data that we have observed the best SARIMA\((1,0,2)(2,1,2)_24\) model (Table I) was selected based on the lowest Akaike’s Information Criterion value (AIC=-3580). The lower value of Schwarz Bayesian Information Criterion (BIC=-3537.1) and lower root mean square error were desired. The low RMSE indicates that the dependent series is closest to the model predicted levels and thus, the predictive model is useful for forecasting purposes.

Through a combination of regression modelling and one seasonal differencing proposed model successfully extracted all the autocorrelation from the data in order to achieve more efficient forecasts.

The relative success of statistical models in reproducing the measured time-series can also be measured in terms of residuals of error. The frequency distributions of the residuals of the SARIMA models for all data are presented in Figure 4. The points of a quantile-quantile plot of the residuals seem to follow the straight line fairly closely. This graph would not lead us to reject normality of the error terms in this model. In addition, the Ljung-Box Q-test for residual autocorrelation applied to the residuals, produces a test statistic of 66.8844, which corresponds to a \( p \)-value <0.01, and we would not reject normality based on this test. To check on the independence of the error terms in the model, we consider the sample ACF of the residuals in Figure 5. In other words, the residuals follow a linear trend. Thus, the residuals are normally distributed. In general, the model shows good forecasting accuracy and can be used to predict future values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>0.401641</td>
</tr>
<tr>
<td>AR{1}</td>
<td>0.032015</td>
</tr>
<tr>
<td>SAR{1}</td>
<td>0.00657</td>
</tr>
<tr>
<td>SAR{2}</td>
<td>0.005856</td>
</tr>
<tr>
<td>MA{1}</td>
<td>0.000825</td>
</tr>
<tr>
<td>MA{2}</td>
<td>0.000824</td>
</tr>
<tr>
<td>SMA{1}</td>
<td>0.033497</td>
</tr>
<tr>
<td>SMA{2}</td>
<td>0.02343</td>
</tr>
</tbody>
</table>

Cross-validation prediction checks of proposed SARIMA model can predict and verify the value for the observed period, and the forecast future trends.

The model predicts the rescaled electricity consumption.
data (testing set, or observed data) for the next 139 days, based on the 37 hours of past data (presample data) with RMSE=19.2581, while minimum presample data for the selected model is 27 hours (Fig. 6). From Fig. 6 it can be concluded that overall model performance is satisfactory for all the electricity consumption data, although the observed peaks are reproduced in some cases with higher amplitude.

Fig. 5. Sample ACF for the SARIMA residuals

Verified value for the observed period can serve as confirmation of the adequacy of the proposed model, while forecasted future trend for electricity consumption data can be an indication of a future state. Fig. 7 shows a comparison between testing set and training set. For the sake of clarity, Fig. 7 shows values for the presample (black line) and observed (red dotted line) data only for the last four days (the data are already shown in Fig. 6).

Fig. 6. Diagnostics proposed SARIMA model with rescaled data

Fig. 7. Diagnostics proposed SARIMA model with original power consumptions data

Fig. 8. Forecasted power consumption data using SARIMA model for the day-ahead period

B. ANN approach

Artificial neural networks have been used for short-time forecasting in electronics [11], [12]. Models were also developed for prediction of electricity consumption on a monthly and weekly level.

In this paper we will present a model based on a recurrent neural network. In fact, we used data from 24 previous measurements (measurement is done every hour), so we use consumption from a day before in order to predict consumption in the next hour. So, the artificial neural network has 24 inputs, describing what was happening for the previous 24 hours. For the network training we used the next consumption value as a network output. The obtained network has one hidden layer with 40 hidden neurons. After the training was completed, a
training error was $1.23 \times 10^{-17}$, which is negligible. That means that when data used in the training process are used as an excitation to the obtained ANN, no error is occurred.

In the Fig. 9 we present forecasted data for the next day, i.e. for next 24 hours. Forecasted data is obtained when we excited ANN with values for next 24 hours. We also should stress that part of the data used for prediction are also predicted in earlier iterations.

In the Fig. 9 we present forecasted data for the next day, i.e. for next 24 hours. Forecasted data is obtained when we excited ANN with values for next 24 hours. We also should stress that part of the data used for prediction are also predicted in earlier iterations.

III. CONCLUSION

In this paper, two approaches, statistical and neural network approach, were deployed for obtaining models for time series, i.e. day-ahead power consumption forecasting.

By analyzing and comparing forecasted data obtained by these two approached, we can see from the Fig. 10 that forecasted data have the same trend. We can also notice from the paper that ANN approach is much simpler.

It can be seen from the measured data that the energy consumption is correlated with outside temperature and with few more factors related to the daily operations of the observed company. In our future work, we plan to do further research and develop some hybrid forecasting methods which will take into account most of the above parameters.
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